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ABSTRACT

This paper describes the research underway for the ES-
PRIT WERNICKE project. The project brings together
a number of di�erent groups from Europe and the US
and focuses on extending the state-of-the-art for hybrid
hidden Markov model/connectionist approaches to large
vocabulary, continuous speech recognition. This paper de-
scribes the speci�c goals of the research and presents the
work performed to date. Results are reported for the re-
source management talker-independent recognition task.
The paper concludes with a discussion of the projected
future work.

1. BACKGROUND

WERNICKE is an ESPRIT funded Basic Research project
which started in October 1992. The project aims are to
exploit the hybrid structures consisting of hidden Markov
model-arti�cial neural network (HMM-ANN) combina-
tions to improve the state-of-the-art in large vocabulary
speech recognition. The project brings together part-
ners with existing skills and baseline systems in the area:
Lernout and Hauspie SpeechProducts (LHS, Belgium) and
International Computer Science Institute (ICSI, US) for
hybrid HMM-ANN structures using feedforward networks;
Cambridge University Engineering Department (CUED,
UK) using recurrent neural networks for hybrids; Insti-
tuto de Engenharia de Sistemas e Computadores (INESC,
Portugal) for multi-layer perceptron (MLP) training and
speaker adaptation. In addition, ICSI provides the com-
puting environment necessary for the computationally ex-
pensive research.

1.1. Hybrid HMM-ANN Speech Recognition

The hybrid HMM/connectionist approach (�rst proposed
by Bourlard and Wellekens [?]) combines the temporal
modelling structure of the HMMs with the pattern clas-
si�cation capabilities of arti�cial neural networks. As in
HMMs, a Markov process is used to model the basic tem-
poral nature of the speech signal. This provides the struc-
ture for speci�cation of a language model and incorpo-

rates constraints on the duration of the modelled words.
The connectionist structure is used to model the local (in
time) acoustic signal conditioned on the Markov process.
This makes use of the result that connectionist networks
satisfying certain regularity conditions provide class prob-
ability estimates for given input patterns [?, ?]. The ad-
vantages of the hybrid approach are numerous:

� discriminative training is straightforward for connec-
tionist architectures

� phone models are combined resulting in e�cient us-
age of parameters

� local acoustic correlation is explicitly modelled.

� correlations (even high order) between di�erent fea-
tures can be exploited without severe distributional
assumptions

� connectionist models are highly parallel structures
which lead to e�cient hardware implementation.

There are two basic connectionist architectures cur-
rently employed in the WERNICKE hybrid systems. The
�rst is the investigation of the MLP as a phone proba-
bility estimator [?, ?]. This structure employs the MLP
as a static pattern classi�er where temporal acoustic con-
text is modelled via a multiple frame input layer. The
second architecture under evaluation as a phone probabil-
ity estimator is a recurrent neural network (RNN). This
CUED developed system models acoustic context via a
fully recurrent set of hidden state nodes [?]. Both sys-
tems achieve performance results comparable with other
state-of-the-art speech recognition systems [?].

1.2. Project Objectives

The WERNICKE project is addressing the problem of
large vocabulary speech recognition with HMM-ANN sys-
tems. This is a di�cult problem requiring advances in
speech science, developments in statistical modelling, and
the integration of connectionist models within the statis-
tical framework. Since the integration of feedforward and
recurrent MLPs have already been shown to be quite suc-
cessful, the main goal of this Esprit project is to develop
and test these approaches on large scale problems with
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System Processing Feb89 Oct89

RNN MEL+ 16/32 5.0% 5.8%
RNN MFCC 10/20 6.1% 7.6%
RNN MFCC 16/32 5.9% 6.3%
MLP-7 PLP 10/20 5.1%
MLP-7 MFCC 10/20
MLP-7 MFCC 16/32 6.6%

Table 1. HMM-ANN baseline system summary and perfor-

mance.

systematic comparisons and assessment with state-of-the-
art systems. In this framework, this project aims at:

� extending these approaches to larger tasks and eval-
uating techniques to handle the resulting problems of
scale

� investigating further theoretical and experimental is-
sues related to performance improvement (e.g., con-
text modelling, speaker adaptation, etc.)

� incorporating proven speech processing techniques
developed for other systems

� porting of all the (training and test) algorithms being
used to fast neural network hardware (RAP) devel-
oped at ICSI and, eventually, to a PC-based system

� de�ning a standard recognizer, Y0 (pronounced \why
nought"), that will be used to compare the di�erent
hybrids.

1.3. Computing

The HMM-ANN approach is very computationally expen-
sive. The networks currently employ from 100,000 to
300,000 weights and future estimates of the number of re-
quired parameters is an order of magnitude greater. Train-
ing these parameters on standard workstations is very im-
practical and nearly impossible. To address this issue,
the project partners have each acquired the Ring Array
Processor (RAP) developed at ICSI [?]. The RAP pro-
vides 0.5 GigaFLOPS of processing power and has been
designed speci�cally for connectionist processing.

2. PROGRESS

The major e�ort of the �rst six months of the project has
been the development of baseline systems. These state-of-
the-art systems provide the partners with a reference point
from which to evaluate the e�ectiveness of their research.
Each partner has implemented a hybrid HMM/MLP sys-
tem which runs on the RAP. There are slight variations
between the baseline systems at the di�erent sites (see be-
low), but all have been developed with common software.
Each partner has developed its own training system that

has been evaluated on the baseline recognizer to insure
that they all lead to (approximately) the same perfor-
mance. Evaluations on the di�erent sites' systems should
lead to a standardized baseline system by the completion
of the �rst year of the project. Preliminary results for
the di�erent baseline systems evaluated on the ARPA re-
source management (RM) task [?] are shown in Table ??.
In the table, MLP-X speci�es a MLP with an X frame
input and the pre-processing entries are

MEL+ 16/32 mel scaled �lter bank with additional fea
tures at 16 ms frame rate and 32 ms window

PLP 10/20 perceptual linear prediction features at 10
ms frame rate and 20 ms window

MFCC 10/20 mel-frequency cepstral coe�cient fea-
tures at 10 ms frame rate and 20 ms window

The remaining portion of this section describes the
baseline-system development research performed to date.

2.1. Common phone set and pronunciation dic-
tionary

For evaluations on the RM task, the original RNN sys-
tem used a 49 phone set and the pronunciations used in
the SPHINX system [?]. For the same task, the feed-
forward system used the phone set and most likely pro-
nunciations developed at SRI and included on the RM
CDROM database. Comparison and analysis of the dif-
ferent phone sets and pronunciations used in both sys-
tems found a reduction in the word error rate of 10% for
the SRI-developed phone/pronunciation sets. All partners
now use these sets for their baseline systems.

2.2. Common Viterbi decoder

As part of this collaboration, the partners have developed
a decoding system referred to as Y0. The current version
of Y0 accepts vectors of local distances which are gen-
erated as the negative log of the output of an MLP or
recurrent network running on the RAP machine. Given
these vectors, Y0 runs the dynamic programming algo-
rithm producing a recognized string of words. Y0 consists
of approximately 5000 lines of C++ code.
This collaboration has resulted in signi�cant improve-

ments to our recognizer. Some features of Y0 include -
the ability to use multiple pronunciation word models, op-
tional silence states at the ends of words, improved prun-
ing strategies, and the ability to do a forced Viterbi align-
ment using local distances from a connectionist probabil-
ity estimator. This decoder works with all the systems at
the di�erent sites.

2.3. Probability smoothing

When MLPs are trained according to LMS or entropy cri-
teria, it can be shown that large values of probabilities will
be better estimated than small values. As a consequence,
we are beginning to investigate smoothing techniques com-
bining probabilities with those from other estimators with
better properties for the small values (e.g., a single Gaus-
sian). It has been shown on a database other than RM
that this could lead to some signi�cant improvement of
the recognition performance at the word level.

2.4. Connectionist approach comparison

The common recognizer Y0 gives us the ability to com-
pare several connectionist approaches for probability es-
timation when the other \variables" are the same. Our
goal is to start with the same features, and the same ini-
tialization for the targets, and ideally the same number of
free parameters for the di�erent paradigms and compare
the performance on the same test set. More speci�cally
our current focus is to compare the RNN with the MLP
approach on the RM test set.
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The comparison of the feedforward and recurrent model
is rendered di�cult because the two schemes currently op-
erate on di�erent parameterisations of the acoustic data
computed on di�erent time scales. Results to date show
the feedforward network performs best with a preproces-
sor based on a 10ms frame rate Perceptual Linear Pre-
dictor (PLP) analysis [?], whilst the RNN preprocessor
performs best for a 16ms Mel scaled spectral represen-
tation. Work is underway to quantify and unite these
approaches so that a common pre-processing can be used
for the evaluation of the two methods. To date we have
evaluated both models on the commonly used mel scaled
cepstral coe�cient representation at both frame rates (see
table ??).

3. FUTURE WORK

The work completed in the �rst year of the project pro-
vides all the members with a state-of-the-art baseline sys-
tem. From this vantage point, it is now possible to extend
the systems to new areas of research. Several important
questions still need to be addressed in the hybrid HMM-
ANN framework. These include the issue of context de-
pendent phone models, the development of better training
procedures, the investigation of fast speaker adaptation in
hybrid systems, the issue of the number of parameters and
generalisation, and a better theoretical understanding of
the hidden units activations and weights in ANNs.

3.1. Context dependent phone models

State-of-the-art HMM-based recognizers now use context-
dependent phonetic units to improve their perfor-
mance. Thanks to the advantages of the hybrid
HMM-ANN approaches, it has been shown recently
that context-independent, single-state phonemic HMM-
ANN approaches performed nearly as well as context-
dependent, multi-state HMM system. However, it is still
not clear what additional improvement one can expect
from context-dependent hybrid systems. Recently, a so-
lution to the problem of applying MLP techniques to
context-dependent HMMs was presented in [?]. This ap-
proach will be tested in the framework of this project.

3.2. Fast speaker adaptation

Fast speaker adaptation (i.e. adaptation involving much
less training data and time than those used in the initial
speaker-independent training) has shown to be an e�ec-
tive way to improve recognition performance in classical
HMM-based recognizers. To our knowledge, however, this
issue has not yet been addressed in the context of hybrid
HMM-ANN recognizers.
In a �rst approach we are using a single additional layer,

at the output of the speaker-independent MLP (SI-MLP).
This layer is trained to map the probability estimates sup-
plied by the SI-MLP to estimates that are more appro-
priate to the current speaker. A second approach will
consist of actually re-training the SI-MLP on the current
speaker's data, to obtain a speaker-speci�c MLP. The is-
sues of o�-line adaptation (i.e., adaptation using some
�xed text pronounced by the speaker at enrollment time)
and on-line adaptation (i.e. adaptation while useful recog-
nition is also taking place) will be addressed.

3.3. Regularised training

We currently avoid overtraining the MLPs used to esti-
mate state output probabilities using a cross-validation
technique. This involves holding out a portion of the train-
ing data as a validation set. The performance of the net-
work on this set is used to determine when training should
be halted. Stopping early in this manner is an ad hoc form
of regularisation, in which there is a force towards an ini-
tial (random) weight matrix. We are investigating the use
of an explicit parameterised prior on the weight matrix,
and the use of an objective Bayesian procedure to set the
regularisation parameters (hyperparameters). The regu-
larisation terms we have been experimenting with for sets
of weights have been Gaussians and mixtures of Gaus-
sians. By using di�erent hyperparameters for di�erent
sets of weights we are able to allow the data to specify
which weights should be most strongly determined by the
data, and which are less relevant to the problem.

3.4. Extension to a larger database

The limitations with the RM task has led the project
to undertake the Wall Street Journal (WSJ) task. This
change in databases is desirable for a number of reasons:

� research into multiple pronunciation models will re-
quire a substantially greater amount of training data
than is available with the RM task

� the WSJ task { with substantially more variation
in acoustic context { will show whether the implic-
itly modelled acoustic context of the HMM-ANN ap-
proach scales to a larger database.

� evaluation on the WSJ task allows for direct compar-
ison of the hybrid approaches with other state-of-the-
art systems.

3.5. Faster training algorithms

The size of the speech database appears to be a signi�cant
factor in the performance of speech recognition systems.
Connectionist systems are currently at a disadvantage in
that they take about an order of magnitude more com-
putation to train than pure HMM based systems. Thus
faster training procedures would allow connectionist sys-
tems to be applied to larger databases and receive better
acceptance in the speech recognition community.

3.6. Split nets

In view of the WSJ task, work has started on splitting
very large databases among separate (and smaller) net-
works that can be trained independently and quickly. The
networks are recombined (properly) during recognition to
generate the required probabilities. After some theoretical
work, initial experiments on RM have shown that it was
possible to split the training data across two smaller nets
without any signi�cant loss in recognition performance
both at the frame and word levels.

3.7. Extension of architectures for improved con-
text modelling

Comparisons of di�erent preprocessing methodologies, in-
put frame widths, and delays of targets for the RNN and
MLP systems indicate that there may be an optimal con-
text window which can be implicitly modelled with the
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context independent systems. The connectionist frame
work allows for the automatic learning of the appropriate
context via incorporation of gamma �lters [?] into the in-
put layer. Experiments to both improve the overall recog-
nition performance and provide insight into the nature of
the context being modelled are planned for the next year.

3.8. Multiple Pronunciations

Work is underway to implement multiple pronunciations
per word and �rst results based on TIMIT transcriptions
show a small decrease in the error rate. We intend to
expand the application domain of our technique and we
are considering the ARPA Wall Street Journal and SAM
databases for future development.

3.9. Alternative Approaches

In the framework of this project, alternative hybrid ap-
proaches will be investigated and tested on the same base-
line system and databases. Among these we have:

Predictive networks There is a relationship between
predictive networks (as proposed by [?] and nonlinear
autoregressive modelling. While they are also very at-
tractive from the theoretical point of view, they have
their own weaknesses (e.g no discrimination, and very
noisy estimate of probabilities) which make it di�cult
to actually get signi�cant improvements out of them.
A (theoretical) solution could be to merge both pre-
dictive and discriminant approaches.

Output feedback In the initial theory of the hybrid
HMM/MLP approach [?] it was suggested to have
contextual inputs but also feedback from the output
units to the input layer (to model correlation at both
the acoustic vector and HMM state level). This ini-
tial architecture can be implemented and leads to the
investigation of approaches mixing RNN and acoustic
input context.

3.10. Other work

Additionally, we are continuing to do work on acoustically
robust features and on accent modelling.

4. CONCLUSION

The WERNICKE project is a substantial e�ort in research
into the problem of large vocabulary speech recognition.
The partners bring to the project a strong background
both in the �eld of speech processing and connectionist
methods. The HMM-ANN is an approach with a great
deal of potential for the large vocabulary recognition prob-
lem. Work to date has shown that the approach is compet-
itive with HMM-based systems, although there has been
substantially less research in the HMM-ANN �eld. We
expect the work of the WERNICKE project over the next
few years to show a signi�cant improvement in perfor-
mance relative to the context-dependent, multiplemixture
HMM approach.
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