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Abstract. In this article we describe a multi-agent dynamic scheduling
environment where aitonamous agents represent enterprises and manage the
cgoadty of individual maao-resources in a production-distribution context.
The agents are linked by client-supgier relationships and inter-agent
communicaion must take place The model of the ewironment, the
appropriate gyent interadion protocol and a moperative scheduling approacd,
emphasizing a tempora scheduling perspedive of scheduling problems, are
described. The scheduling approach is based on a ordination medcanism
suppated by the interchange of certain temporal information among irs of
client-supgier agents involved. This information all ows the agents to locdly
perceive hard gobal temporal constraints and recognize non ower-constrained
problems and, in this case, rule out non temporaly-feasible solutions and
establish an initial solution. The same kind d information is then used to
guide rescheduling to repair the initial solution and converge to a final one.

Keywords. Scheduling, MultiAgent Systems, Supplghain Management.

1 Introduction

Scheduling is the dlocaion d resources over time to perform a olledion o
tasks, subjed to temporal and cgpadty constraints. In classca/Operations Reseach
(OR) scheduling approades, a centralized perspedive is assumed: all problem data
isknown by a central entity and scheduling cedsions are taken by the same antity,
based ona well defined criteria. Sometimes, in more modern Artificial Intelli gence
(Al), or mixed OR/AI, based approaches, the same kind d centralized perspedive is
asumed too. For a general introduction to OR approaches to scheduling problems
see[9] or [2]; Al based approadhes can be foundin [5], [25] or [1q], for instance
Panning and coordination o logistics adivities has been, in the aea of
OR/Management Science, the subjed of investigation since the sixties [8]. The
problem of scheduing in this kind d environments has had, recently, a more
dedicated attention; see[6], [1], [11] or [15], for instance In this article, the spedfic



logistics context of the supdy-chain/Extended Enterprise (EE) [14] is considered,
for the short-term adivity of scheduling d production-distribution tasks. The EE is
usualy asuumed to be a kind d cooperative Virtual Organizaion, or Virtual
Enterprise, where the set of inter-dependent participant enterprises is relatively
stable; for concepts, terminology and classfication see[3]; in [4] other approacdhes to
scheduling in this kind d context can be found A distributed approach is more
natural in this case, because scheduling data and dedsions are inherently distributed,
as resources are managed by individual, geographicdly decentralized and
autonamous entities (enterprises, organizaions). So, in ou approach, we aoped
the Al Multi-Agent Systems paradigm (see [13] or [24]). In the following, we
describe ongdng investigation developing from work pulished on the subjed of
multi-agent scheduling in production-distribution environments (see [16], [17], [18],
[19], [20] and[21]).

The scheduling problems we consider have the following features:

a) Communication is invaved - Agents must communicate (at least to exchange
product orders with clients/suppliers);

b) Cooperationisinvolved - Each agent must cooperate so that it won't invali date
feasible scheduling solutions;

¢) Scheduling adivity is highly dynamic - Problem solution development is an
ongoing pocess during which urforeseen events must aways be
acommodated, and re-scheduling and gving up a scheduling poblem are
options to be considered.

The following sedions present: a brief description o the model of the
multi-agent scheduling environment (sec.2), the agent interadion protocol (sec.3),
the moperative gpproach proposed for multi-agent scheduling problems (sec4), the
initial scheduling step (sec.5) and the re-scheduling (sec.6), both from an individual
agent perspedive, and finally, future work and conclusions (sec7). Secs. 5 and 6are
presented with examples based on simulations.

2 The Scheduling Environment M odel

In past work (referred abowve) we have proposed a model of the EE scheduling
environment based on an agent network, with ead agent managing an aggregate
scheduling resource, representing a production, a transportation, or a store resource,
and linked through client-supgier relationships. A scheduling resource is just an
individual node of a physical network of resources, and accommodates the
representation d the aent tasks <heduled and the available caadty along a
certain scheduling temporal horizon. Ordinary network agents are named capecity,
or manager, agents, because they are resporsible for managing the cgadty of a
resource, and they can be production, transportation or store class agents,
production and transportation class agents are grouped uncer the procesor agent
class because the cgadty they manage is based on a rate. A spedal supervison
agent, with no resource, plays the role of an interface with the outside, and can
introduce new scheduling problems into the agent network.



Pairs of client-supdier cgpadty agents can communicate, basicdly through the
exchange of product request messages (see next sedion), which contain product,
quantity of product and popcsed due-date information. The supervision agent
communicaes with spedal agents playing the roles of retail and raw-material
agents, located at the downstream and the upstrean end d the ayent network (which
are pure clients and pure suppliers for the network), respectively.

A scheduling problem is defined by a globd product request from the outside of
the agent network (i.e.,, a request of a final product of the network), the global
due-date DD, and the global release date RD. These two dates are the limits of the
scheduling temporal horizon and are wnsidered the hard gobal temporal constraints
of the problem. The supervison agent introduces a new scheduling problem by
communicaing a global product request from outside to the gpropriate retail agent
(networks can be multi-product so, the set of products deliverable can depend onthe
retail agent); later, after the cgadty agents have propagated among them, upstream
the agent network, the necessary local product requests, the supervision agent will
collea globd product requests to ouside from raw-material agents. A scheduling
problem will cease to exist in the network when the time of the last of the locd
due-date cmes, or if some locd requests are rejeded, or accepted and then
cancded (the supervision agent knows this as messages of satisfadion, rejedion and
cancdlation will be propagated to retail and raw-material agents and then
communicated to it).

In order to satisfy a product request from a dient a cgadty agent must schedule
a task on its resource. A task needs a supdy of one (in the cae of a store or
transportation agent), or one or more products (in the cae of a production agent and
depending onthe comporents/materials for the task product). For those supdies the
agent must send the gppropriate product requests to the gpropriate supgiers.t The
task consumes a non-changing amount of resource cgadty duing its temporal
interval. The duration d the task depends on the product, the quantity of product
and additional parameters related to the daraderistics of the resource and, in the
case of procesor agents, to the anount of cgpadty dedicated to the task.? The
detail s of these latter parameters are omitted here to allow simplicity of explanation,
and we will assuime anonchanging duation for all tasks, except for store tasks
(with flexible duration, and minimum of 1 time unit).

Althoughtasks are private to the agents (only the communicaion messages are
perceved by more than ore aent), we can view the set of tasks that some ayents of
the network schedule to satisfy a global product request from outside, as whole, as
belongng to a network job, see ekample in Fig. 1. Thisis a just an analogue of the
concept of job used in classical production scheduling problems.

1 We assimethat there s, for ead capadty agent, a unique supgier for ead supdy product.
As a result of this smplifying assumption, the ladk of a product supdy has, as a final
result, the network being ureble to satisfy a global product request from the outside.
Allowing multiple supgiers for the same supdy product opens the doar to ancther issues
(like dhoosing the preferred supgier, possbly with negatiation based on pices, or
duedates), in which we are not interested, for now.

2 Basically, more capacity invested gives a shorter task duration.



A solution for a scheduling problem is a set of product requests agreed by pairs of
client-supdier agents and the set of agent tasks, necessary to satisfy the global
product request given by the problem, forming the correspondng retwork job. A
feasible solution has nor temporal nor cegpadty conflicts, i.e., it respeds both all
temporal and al cgpadty constraints. For capadty constraints to be respeded, no
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Fig. 1. A network job (job RT; 14). The task of an agent g, for thei'" global request to
retail agent g, is denoted by Oik’r (and this task belongs to the network job denoted by

RT, ,); P, T ands denote production, transportation and store tasks, respectively.

cgpadty over-al ocaion must occur with any task of the solution, for any agent, at
any moment of the scheduling temporal horizon. For temporal constraints to be
respeded, al locd product requests of the solution must fall within the global
relesse date and dobal due-date of the problem; also, for ead agent, the interval of
itstask must fall in between the due-date agreed for the dient request and (the latest
of) the due-date(s) agreed for the request(s) made to the supgier(s), and the latter
duedate(s) must precede the former.

More detail s on the resources and the physicd network are given in [16] and [18];
about the agent network and agent architectur¢iggéis], and[19].

3 TheAgent Interaction Protocol

In this dion we expose the high level inter-agent protocol used for scheduling in
the EE network.

The aent interadion adivity for scheduling accurs through the interchange of
messges, of predetermined types, between pairs of client-supdier agents. The
exchange of a message dways occurs in the context of a conversation between the
sender and the recever agents. A conversation has a conversation model, which
contains information abou the predetermined sequences of the types of messages
exchangeable and is defined througha finite state machine. An interaction protocol
is defined as a set of conversation models. For the interadion d cgpadty agents we
defined theManagerManagerinteraction protocol, representedHiy. 2



I rejection rejection/

| satisfaction sati sfacti o

/ cancel ati on / cancel ati on

cancel ati o/ cancel ation /

re-refection / /reTeection

re-rejection
re-rejection |

|
7 re-acceptance

[ e- accept ance

sanba 18] |

a) Request-from-Clien

transitions (message types): || D) Request-to-Supplie
conversation model

receive / send conversation model.

transitions (message types):
receive/ send

request -product rejection -rejectonofa re-request - re-rejection -rejectionofa cancelation -signals giving up a
request, sent by a previously received product request,  previously received request,  previously accepted product request, sent by
client agent to a request, sent by the supplier to sent by the supplier ~ sent by the receiver to the sender of the the supplier (client) to the client (supplier).
supplier agent. the client. (client) to the client  re-scheduling request.
(supplier), asking to
acceptance -acceptanceof re-schedule a re-acceptance -acceptanceofa satisfaction -signalsdelivery ofa
c) Message 2 previ h e : h
previously received product  previously accepted P received request, i y accepted product request, sent by
types and request, sent by the supplierto  product request to a sent by the receiver to the sender of the supplier to client at the time of the due-date
deSCrip[ion, the client. given due-date. re-scheduling request. of the product request.

Fig. 2. Conversation models and messages foMhaagerManagerinteraction protocol.

The protocol has the asociated conversation models Request-from-Client and
Request-to-Suppi er, described as finite state machine diagrams in Fig. 2-a and Fig.
2-b, and to be used by an agent when playing the roles of a supdier and a dient
agent, respectivelyrig. 2c describes the types of messages exchangeable.

4 A Cooperative Multi-Agent Scheduling Approach

Classcdly, schedulingis considered a difficult problem [7]. In general, solutions for
a scheduling problem have to be seached for, and the seach space ca be very
large. Additionally, for a multi-agent scheduling poblem, a part of the dfort is
invested in coordination d the agents invalved which, in ou case, means daring
information through message exchange. Message exchange is considered costly so,
methods of pruning the search spacefor finding at least a first feasible solution with
minimal coordination efforts are considered satisfactory.

The gproach we propose in this article, for the aoperative individual (agent)
scheduling kehavior, is a minimal approach, that is, an agent viewing a scheduling
problem solution as feasible won't do anything respeding to the scheduling problem.
A first version d this approach appeaed in [20]; in [21] we presented a refined
approadch only for procesr, i.e., production a transportation, agents; in the present
article we mver also store aents and, additionally, include the respedive minimal
re-scheduling actions for processor and store agent cases.

Consider two sets of solutions for a scheduling poblem: the set of time-feasible
solutions, which resped all temporal constraints, and the set of resource-feasible
solutions, which respea all cgpadty constraints. A feasible solution is one that is




both time-feasible and resourcefeasible so, the set of feasible solutions is the
intersedion d those two sets. A problem is temporally over-constrained if the set of
time-feasible solutions is empty, and is resource over-constrained if the set of
resource-feasible solutions is empty. If a problem has both norempty time-feasible
and resource-feasible solution sets, and their intersedion is nonempty, then the
problem has feasible solutions. We propose an approach using the foll owing three
step procedure, for each individual capacity agent:

Step 1 Acceptance and initial solution - Deted if the problem is temporaly
over-constrained, and if it isn't, establish an initial solution, and poced in the
next step; if it is, terminate the procedure by rejeding the problem, because it has
no feasible solution;

Step 2 Re-schedule to find a time-feasible solution - If the established solution is
time-feasible, proceal in the next step; if it isn't, re-schedue to remove dl
temporal conflicts;

Step 3. Re-schedule to find a feasible solution - For a resource-feasible solution,
terminate the procedure; otherwise, try to re-schedule to remove dl capadty
conflicts without creding temporal conflicts, resorting to cancdlation, with task
un-scheduling, as a last choice, if necessary.

As me gproades in the literature, this procedure starts by establishing ore
initial, possbly nonfeasible, solution which is then repaired in order to remove
conflicts; see for instance, [12]. Steps 1 and 2 d the procedure ae oriented for a
temporal scheduling perspedive and concern orly to a single scheduling problem of
the agent. Step 3is oriented for a resource scheduling perspedive and can invalve
al scheduling problems of the agent at step 3, as all tasks of the ayent compete for
the agent resource capacity.

5 Step 1: Scheduling an Initial Solution

We now show, throughexamples for processor and store dassagents, how an agent
can locdly remgrize anontemporally over-constrained problem and, in that case,
contribute to establish an initial solution (step 1).

For a procesoor agent, suppcse an agent gz has a scheduling problem with the

processor task @ZY 14 Of network jobin Fig. 1. In Fig. 3-a, a possble situation for
thistask (which also represents a feasible solution for the problem) is represented on
atimeline. As g7 has two supdiers for the task, two requests to two supdiers are
shown, <di7: ?4 and <dli7: 24, besides the request from the dient, <dli4: 14. Intervals
(denoted by h and H symbadls) and temporal sladks are shown in Fig. 3-a. Symbadls
fij, fim FEJ, FEM FJ and FM denate, respedively, the internal downstream
dack, internal upstream dacks, exerna downstream dack, exerna upstream

dacks, downstream slack and upstream dacks. For ead kind d upstrean sadks
there is one per each supplier (slacks are represented by arrows). By definition:
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Internal dadks are inserted locdly, by the initi ative of the agent, when scheduling
the task and making requests to supdiers; external dadks are imposed by the other
agents of the network. It is assumed that, in any case, the agent will maintain non
negative internal dacks. Each o the lh'sis an interval between ore of the supgier

due-dates and the dient due-date (13and 19 and 12and 19 in Fig. 3-a); eat o the
H'sisan interval between ore of the ealiest start times and the latest finish time for

the task (10 and 21, and 11and 21, in Fig. 3-a). Each o the latter pairs of temporal
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b) Store scheduling problem.

Fig. 3. Scheduling problem parameters: a) for processor agent g7, and b) for store agent g,
(for the values in the timelines of these two cases no relationship is intended).

points are hard temporal constraints for one of the former pairs of due-dates. Also,
the temporal end pants of the most restrictive H interval (11 and 21in Fig. 3-a) are

hard temporal constraints for the task; let us dencte these by RD,7 14 and DD,7 14
for the upstream and downstream point, respectively.



It iseasy to seethat, in order for a solution to be time-feasible, the interval of the
task must be @ntained in the most restricted hh interval, and ead h interval must be

contained in the crrespondng (same supgier) H interval. For this to hdd, no
temporal dadk can be negative. Also, if the duration d the most restrictive H

interval is lessthan the task duration, the problem is temporally over-constrained,
and the agent can reject it.

We propacse that product request messages from the dient, additionally to product
request information, carry the value of the FEJ dlack; also, request accetance
messages from supgiers will carry the value of the respedive FEM dack. In ou

example, agerg; would then calculate tHBDZY 14 andRDi7y 14 Values by:
7 4,7 7 7 7,

DD; 14=TI ME(d;" 14) +FEJ; 4,  and RD; | 14:,"\:/?)5( RD; ,114

where:  RD/’,=TI ME(d/",) - FEM", (j =8, 9)

When the gent receaves request <di4: 14 from the dient, it will, guaranteeng
non-negative values of fij andfi mfor the task to be scheduled, make requests
<dli7: ?4 and <di7: 24 to supdiers, pasing them also the (suppdier FEJ) value
FJ ,7 gt mi7:jl4 (for j =8, 9). When the agent recaves all the request accegtances
from the supgiers, verifies first if the problem is temporally over-constrained, by
testing if DD,7 14" RD,7 14 < DURATI O\|(0i7, 14) - If thisis true the problem must
be rejeded. Otherwise, the agent will send the accetance messge to the dient,
passng it aso the (client FEM vaue FMZ, 14+ 0] ,7 14, Where

FMZ, 14=STARTI Mg( ‘O’i7, 14) - RD,7 14- If step 1 concludes with a non temporally

over-constrained problem, agent g; will internally ke the tupe
7 7,8 7,9 4,7 7,8 7,9 7 .

<DD; 14, {RD; 14, RD; 14}, A" 14, {di 14, di 14}, O; 14>, which represents

the agent locd perspedive of the scheduling problem, and also includes (a part of)
the initial solution.
For a store agent, suppcse a1 agent g: has a scheduling poblem with the store

task ‘O’i1,14 of network job in Fig. 1. In Fig. 3-b, a possble situation for this task

(which also represents a feasible solution for the problem) is represented on a
timeline. The cae is Smilar to the one for agent g7, with the exceptions described
in the following. There is only one request to a supdier, as g, is a store aent. The
internal dadks are defined dfferently: the task interval is equal to the (unique) h
interval, and part of the task durationis considered asinternal dadk (if itsdurationis
greaer than 1, which is the minimum asaming the task must exist), with the
relationship fij | ,,+fi m ,,=DURATI ON(O{ ,,)-1 aways hdding. Fig. 3-b

sugeests symrretrical definitions for fij and fi m dadcks, with the minimum
durationinterval "centered" in the lh interval but, for purpases of temporal constraint



violation identification (see next sedion), the following definitions must be used.
For the downstream side violations (cases 1 and 3 in the next sedion), fij and
f i mare defined by (the minimum duration interval is shifted to the left):

fij,,=DURATION(O},,)-1, and finy ,=0

For the upstream side violations (cases 2 and 4 in the next sedion), fij and
f i mare defined by (the minimum duration interval is shifted to the right):

fij.,=0, and fim ,=DURATI ON(O; ,)-1
The problem is temporally over-constrained if DD,7 14" RD,7 14 < 1. Thevalues

of FEJ| ,,+DURATI ON(O; ,,) - 1 and FEM ,,+DURATI ON(O} ,,) - 1 must be

pas=d to the supdier and to the dient (as the supdier FEJ value, and the dient

FEM value), respedively. Finally, if step 1 concludes with a non temporally

over-constrained problem, agent g1 will keep the tuple <DDi1’14, { RDi1’14} ,d il"‘l"ll,

14 1
{di'1a}, Of 14>

6 Step 2. Re-Scheduling for a Time-Feasible Solution

In this sdion we show how, starting from an initial solution with temporal
conflicts, agents gz and g1 can locdly contribute to oltain a time-feasible solution
(step 2).

For the locd situations represented in Fig. 3-a and Fig. 3-b, all dads are positive
so, the solution is e as tempoally-feasible (by agent gz, and agent gi,
respedively). In these caes, an agent will do ndhing, unless it receaves any
re-scheduling request, which it could accept provided nonnegative internal sadks
can be maintained, for a processor agent, or a task with duation geaer than 0is
posshle, in the cae of a store agent. Otherwise, four kinds of possble locd
stuations can occur where the aent itself must take the initiative of some
re-scheduling actions.

The situations referred are described by the re-scheduling cases 1, 2, 3 and 4 for
which we show examplesin Fig. 4 for processor agents (for agent g7), and in Fig. 5
for store agents (for agent g1). Each figure represents, for eadh case: @) the situation
deteded, and b the situation after a minimal re-scheduling adion. No relationship
is intended among timeline values of the processor and the store agent cases. In the
text following, upper indexes are omitted in sladk symbads in arder to cover both,
processor and store, agent cases. Cases 1 and 2 must be cmnsidered first, by the
agent.

Case1 oceursif FJ; 1,<0 andFEJ; 1,<0 (the task and the dient request violate

the hard temporal constraint downstream, 17in Fig. 4-1-a, and 20in Fig. 5-1-a). The
detedion d case 1 must be followed bythe gpropriate task re-scheduling and cli ent



request re-scheduling to ealier times (resulting in the situation shown in Fig. 4-1-b,
and Fig. 5-1-b). Re-scheduling d some requests to supgiers can (or cannat) then be
necessary to maintain naoregativef i mslacks, at the upstream side.

Case 2 ocaurs if, for some supgier, FM, ;,<0 and FEM, ,,<0, (the task and
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4-b) Situation after minimal re-scheduling.

Fig. 4. Examples of re-scheduling cases 1, 2, 3 and 4, for a processor agent, with situations

before, and after, minimal +g&cheduling.

some requests to supgiers violate hard temporal constraints upstream, 16 in Fig.
4-2-3, and 29in Fig. 5-2-a). The detedion d case 2 must be followed by the
appropriate task re-scheduling and the re-scheduling d the offending requests to
supdiers to later times (resulting in the situation shown in Fig. 4-2-b, and Fig.
5-2-b). Re-scheduling d the dient request can (or canna) then be necessary to
maintain a nomegativef i j slack, at the downstream side.
After handling cases 1 and 2, cases 3 and 4 are handled.

Case 3 ocaurs if FJ; ,<0 (the dient request violates the hard temporal
congtraint downstream, 19in Fig. 4-3-a, and 26in Fig. 5-3-a). The detedion d case
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Fig. 5. Examples of re-scheduling cases 1, 2, 3 and 4 for a store agent, with situations
before, and after, minimal +g&cheduling.

3 must be followed by the gpropriate dient request re-scheduling to an ealier time
(resulting in the situation shown kig. 4-3-b, andFig. 53-b).

Case 4 occurs if, for some supgier, FEM, ;,<0 (some requests to suppiers
violate hard temporal constraints upstream, 13 in Fig. 4-4-a, and 23in Fig. 5-4-a).

The detedion d case 4 must be followed by the gpropriate re-scheduling d the
offending requests to supgiersto later times (resulting in the situation shown in Fig.

4-4-b, andFig. 54-b).



7 Conclusion and Future Work

We described a multi-agent dynamic scheduling environment invalving
communicaion and cooperation, and an approach for multi-agent cooperative
scheduling besed on a three step procedure for individual agents. Step 1 allows
agents to deted locdly if the problem is temporally over-constrained and, in the
case it isn't, schedule an initial, possbly non time-feasible, solution. By locdly
exchanging spedfic temporal dad values, agents are ale to locdly perceve the
hard dobal temporal constraints of a problem, and rule out non time-feasible
solutions in the subsequent steps. Each of the slack values exchanged in step 1
corresponds, for a particular agent, to a sum of dads, downstream and ugstrean the
agent network, and so, they canna be considered private information d any agent in
particular. In step 2, if necessry, agents repair the initial solution to oltain a
time-feasible one.

The procedure is very general with resped to its gep 3. This gep can be refined
to acoommodate alditional improved coordination mechanisms for implementing
certain seach strategies, based on cgpadty/resource onstrainedness (e.g., see [23]
or [22]), leading the agents on a fast convergence to spedfic feasible solutions. For
instance, feasible solutions satisfying some scheduling preferences or optimizing
some aiteria, either from an individual agent perspedive, or from a global one, or
both. This is a subject for our future work.
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